Health Communication Science:
The Amplification of Health Dis/Mis Information for COVID-19

The COVID-19 Healthcare Coalition is a collaborative private-industry response to novel coronavirus. Our mission is to save lives by providing real-time learning to preserve healthcare delivery and protect populations. [https://c19hcc.org]
Executive Summary

In December 2019, the world was first introduced to the novel coronavirus (COVID-19) as cases began to emerge out of Wuhan, Hubei Province, China. Today COVID-19 is a world-wide pandemic. On the heels of the spread of the virus, disinformation (intentional) and misinformation (unintentional) related to COVID-19 began to also emerge. Experts agree the spread of dis/mis information on social media has been unprecedented (Wang et al., 2019), leading the World Health Organization (WHO) to declaring it an “infodemic.” In addition to the threat of the virus itself to the health and well-being of individuals, the barrage of dis/mis information impacts effective care, health behavior, and decision-making. In the case of the current pandemic, can threaten the lives of individuals throughout the world (Ratzan, 2011).

The purpose of this document is to explore health dis/mis information related to COVID-19. Specifically, this document addresses the following questions:

1. What is the potential impact of dis/mis information to the health and well-being of individuals and how does it complicate emergency response to the COVID-19 health threat?

2. What interventions are currently being implemented to address or slow the spread of dis/mis information related to COVID-19?

3. What are the opportunities to help navigate and address health-related dis/mis information?

This paper is organized to orient the reader to the core definitions of related terms and to provide general background and context of COVID-19 dis/mis information. Other sections provide information related to the amplification of dis/mis information and the potential implications. Last, the document looks at potential opportunities for approaching the challenge of COVID-19 dis/mis information.

Definitions

- Disinformation – “Deliberately misleading or biased information; manipulated narrative or facts; propaganda” (Strauss, 2018).

- Misinformation – “False information that is spread, regardless of whether there is intent to mislead” (Strauss, 2018).

- Infodemic – The World Health Organization defines an infodemic as “an overabundance of information — some accurate and some not — that makes it hard for people to find trustworthy sources and reliable guidance when they need it” (WHO, 2020).
Background

In December 2019, numerous cases of pneumonia of an unknown origin were being reported in Wuhan, Hubei Province, China. In the same month, researchers there determined that it was a novel coronavirus, now known as COVID-19 (Taylor, 2020). Coronaviruses are themselves not new and are known for being behind several high-profile illnesses in the 21st century.

By mid-January 2020, cases of COVID-19 reached Japan, South Korea, Thailand – and the United States. The month would close with the number of people infected by the virus in the thousands, and with the WHO declaring a “public health emergency of international concern.” Government officials across multiple countries, including Italy, other parts of Europe, Iran and the United States, called for city lockdowns and the closing of borders as the virus continued to spread. By March 11, the WHO would officially declare the coronavirus a pandemic. As of May 5, 2020, 177 countries have reported more than 3.5 million COVID-19 cases and more than 250,000 deaths (Taylor, 2020).

The danger of an infodemic

As the COVID-19 virus propagates, so too has dis/mis information about the disease. It has reached such a volume that the WHO declared an “infodemic” in February 2020 (WHO 2020). There are a number of theories about the coronavirus circulating online, ranging from allegations that the illness came from outer space (Funnell 2020), to fake “silver liquid” cures (Haring, 2020) and everything in between.

“We know that every outbreak will be accompanied by a kind of tsunami of information, but also within this information you always have misinformation, rumors, etc. We know that even in the Middle Ages there was this phenomenon,” said Sylvie Briand, director of Infectious Hazards Management at WHO’s Health Emergencies Programme and architect of WHO’s strategy to counter the infodemic risk, to The Lancet. “...What is at stake during an outbreak is making sure people will do the right thing to control the disease or to mitigate its impact. So it is not only information to make sure people are informed; it is also making sure people are informed to act appropriately” (Zarocostas, 2020).

Dis/mis information travels fast online. According to a study authored by researchers at Massachusetts Institute of Technology, false news spreads more quickly on the social media platform Twitter than the truth does (Vosoughi et al., 2018). According to the Washington Post, an unpublished U.S. State Department study that looked at social media in other countries identified approximately 2 million tweets circulating various hoaxes and conspiracy theories about the coronavirus as the disease found its way outside of China (Room, 2020).

“The disinformation, that specifically targets your health system or your leaders who are trying to manage an emergency is a way of destroying, undermining, disrupting your health system,” Dr. Margaret Bourdeaux, research director for Harvard Belfer Center's Security and Global Health Project, explained to NPR (Gharib, 2020).

The Rise of Dis/mis information for COVID-19

Dis/mis information has always been present; however, social media and smart phones accelerate it on a new scale. Many social media platforms are built on personalized artificial intelligence algorithms that can be influenced by various actors, which can negatively impact the online and news infrastructure, businesses and economies, civil society, and democracy worldwide. This infodemic can be traced in part back to the plethora of information available,
both factual and inaccurate. Despite the unprecedented access to information enjoyed by anyone with an internet connection, people are challenged to discern for themselves which information is accurate and which sources can be trusted. Inaccurate information also includes dis/mis information. COVID-19 disinformation that is currently being amplified by untrusted sources can be categorized into one of the following: (1) race-related/social stigma, (2) conspiracy theories, and (3) cures for the virus. Misinformation regarding the seriousness of the disease, transmission, availability of testing, and a vaccine for the virus has also been amplified, resulting in confusion among the public.

Racial/social stigma

When news of the COVID-19 outbreak was released in December 2019, dis/mis information related to race began to grow resulting in social stigmatization of certain racial groups. Local news stories covered Chinese Americans experiencing racial discrimination with the labeling of COVID-19 as an “Asian disease” or “Chinese coronavirus” (Lee, 2020). With growing concerns of discrimination against people of Chinese descent, United Nations leadership called for an end to these discriminatory actions (UN News, 2020).

In another case, Rep. Bobby Rush (D-Illinois) asked the CEOs of Facebook and Twitter about their efforts to fight race-based dis/mis information on their platforms, citing a tweet that stated, “Blacks are not getting Coronavirus! Coronavirus cannot attack black people because it is a Chinese virus” (Feiner, 2020). This statement communicates a false sense that race is a protective factor and that the virus is associated with a certain race. Similarly, PolitiFact, a fact-checking partner of Facebook, identified an article stating that melanin made people of color immune to the coronavirus as false (Kertscher, 2020). The danger in this type of dis/mis information is that it not only ties COVID-19 to race but creates potential opportunities for social stigma. In order to dispel dis/mis information focusing on race and ethnicity and coronavirus, the CDC has included a key fact in their messaging, saying that “Disease can make anyone sick regardless of their race or ethnicity” (Centers for Disease Control and Prevention, 2019).

Conspiracy theories

During the Zika outbreak, the conspiracy theory that the virus was caused by genetically modified (GM) mosquitoes was amplified through social media. It was propagated despite rationale being presented as to how this could not be true, and data showing that GM mosquitoes actually reduced the spread of the disease (Mitchell, 2019). Many anti-vaccine conspiracy theories have negatively influenced parents’ intentions to vaccinate their children against childhood diseases (Jolley & Douglas, 2017).

Fake cures

The internet is filled with unscrupulous people seeking to take advantage of others’ fears during the COVID-19 pandemic and offering fake cures. These fake cures range from the relatively benign recommendations such as oregano oil, taking vitamin C and avoiding spicy foods, or eating garlic, to extremely harmful recommendations such as taking a supplement containing the bleaching agent chlorine dioxide, or using cocaine (Shmerling, 2020; Waterfield, 2020). While some recommendations are relatively benign, even they can be problematic if they result in people not following evidence-based recommendations.
Amplifiers of Dis/misinformation

Bots and trolls on social media have been linked to proliferating fake cures about COVID-19 (Capitides, 2020).

Socialbots appear to be accounts by real people but are actually autonomous and have no human involvement (Klepper, 2020). They can spread dis/mis information at a very high rate, sometimes up to hundreds of times per day (Klepper, 2020), and can also spread malicious links and malware (Gorwa & Guilbeault, 2018). Sock puppets are fake accounts that are created to intentionally disseminate disinformation to promote divisiveness and dissent. These accounts are used to attack critics or even to defend their own posts (Klepper, 2020). Sock puppets also frequently engage in deceptive behavior and manipulate discussions (Kumar et al., 2017).

These types of disinformation were used during the vaccine debate to create discord in the U.S. Russian trolls amplified both sides of the vaccine debate, frequently referencing conspiracy theories. These trolls also tied both pro- and anti-vaccine messages to U.S. politics (Broniatowski et al., 2018). Trolls included distinctive arguments not found in regular posts that relate to racial and ethnic divisions as well as socioeconomic tensions (Broniatowski et al., 2018). During the Ebola outbreak in 2014, a high percentage of tweets and retweets amplified dis/mis information regarding cures for the Ebola virus (Oyeyemi et al., 2014). The Nigerian government responded to these false claims with the correct information, and the correction was subsequently amplified on Twitter a few days later.

Combating COVID-19 dis/mis information

Despite the volume of inaccurate messages and issues that exist, a number of interventions have been put into place to address dis/mis information during the COVID-19 pandemic.

Technology companies, social media platforms, and government health agencies are taking action to combat the infodemic. In February 2020, the WHO hosted a meeting with tech companies at Facebook headquarters in Menlo Park, CA, to discuss the steps and actions they could individually and collaboratively take to address the proliferation of dis/misinformation. Among the attendees were representatives from Facebook, Amazon, Google, Twitter, Verizon, Salesforce, Twitter, Dropbox, Twilio, and others (Farr & Rodríguez, 2020). Interventions applied by technology and social media companies both before and after the WHO meeting include:

4. Facebook is removing fake claims and conspiracy theories (Wagner and Savov, 2020).

5. Facebook is providing free ads to the WHO and other organizations to help publicize accurate information on COVID-19 (Reuters, 2020).

6. Google searches for coronavirus triggers and alerts and directs users to mainstream articles with accurate information, as well as to verified health information sites, such as the CDC and WHO (Bergen and De Vynck, 2020).

7. YouTube is removing videos and advertisements with false coronavirus claims and giving free ads to governments and non-governmental organizations (Bergen and De Vynck, 2020).

8. Amazon is removing sellers and products with misleading coronavirus claims (Shanthi, 2020).

9. Multiple platforms are redirecting searches on the virus to credible sources of COVID-19 information (Farr & Rodriguez, 2020).
10. Apple is only allowing coronavirus-related apps that come from recognized medical institutions on its platform (Sonnemaker & Gilbert, 2020).

11. Reddit is asking users to fight dis/mis information and help verified information rise to the top of their feeds (Birnbaum & Mills Rodrigo, 2020).

One of the main interventions deployed during the infodemic is the WHO Information Network for Epidemics, more commonly known as EPI-WIN. Bolstered by the WHO’s truth telling strategy, it provides tailored information to different audiences during a public health event (Gharib, 2020). Content on the site ranges from graphics to videos to myth busters, all of which are easily shared on social media. Other interventions applied by government organizations, include:

1. WHO’s EPI-WIN team keeps in touch with social media platforms and colleagues in other countries, such as China, who work closely with the foreign social media platforms there. When false information emerges, they collect it and work with the WHO’s risk communication colleagues to find evidence-based answers to combat it (Zarocostas, 2020).

2. WHO is organizing conference calls with employers, compiling their questions, having their experts write answers, and providing these frequently asked questions back to the companies to share with their employees (Gharib, 2020).

3. WHO is working to provide information in several different languages (Duffy, 2020).

4. WHO has offered to help technology and social media companies to fact check information rather than having to use third parties (Duffy, 2020).

5. WHO joined the TikTok social media platform to provide accurate information to that social media platform (Papadopoulos, 2020).

6. The CDC has COVID-19 social media content suitable for sharing, including videos and graphics (CDC, 2020).

7. The CDC is targeting dis/mis information on platforms such as Facebook, Twitter, Tencent, and TikTok. (Papadopoulos, 2020).

Implications

Finding the right solution to respond to dis/mis information is one of the greatest challenges in health communication, particularly during a global disease outbreak or pandemic. Health dis/mis information during times of crisis can negatively influence health choices such as the decision to not vaccinate a child (Greenberg et al., 2017), health policy and interventions as shown in the Ebola outbreak (Mitchell, 2019), and the negative repercussions on personal health as evidenced in the ingestion of harmful products that are touted as a cure of COVID-19, for example (Waterfield, 2020).

The good news for authoritative health agencies such as the CDC and WHO is that the public trusts them and the information they provide (Roberts et al., 2017). In a study on digital health communication during the Ebola epidemic, CDC.gov and WHO.int were ranked the top two media sources by respondents; the top three media stories were from the CDC and WHO (Roberts et al., 2017). During the anti-vaccine debate, a survey asking parents who their trusted sources for health information were showed that parents selected their physician, public health officials, and academics as their top three choices (Greenberg et al., 2017). Given that the CDC and WHO are preferred resources for health information, particularly during a health crisis, how do we combat dis/mis information during these periods when the population is most vulnerable and fearful?
One of the recommendations is for government agencies to respond with the correct information (Oyeyemi et al., 2014). Crook et al. (2014) recommend that government agencies prepare educational messages and communication materials to manage dis/mis information about the disease. For example, they can provide information on the themes found in their research on Ebola that included combating the disease, as well as understanding the disease, how it is spread, and from where it originated. Lessons learned from the 2002-2003 Severe Acute Respiratory Syndrome (SARS) epidemic highlighted the need for government agencies to communicate factual and honest information rapidly to the public to prevent the spread of the disease and, ultimately, the loss of life (Bowen et al., 2005). Narratives communicated to the public conflicted with each other and resulted in dis/mis information and confusion. By 2004, when another SARS outbreak occurred in China, officials contacted the WHO, which allowed the appropriate measure to be implemented, preventing another epidemic (Bowen et al., 2005).

However, sharing such information by government or other reliable sources may not be effective in countering conspiracy beliefs because these beliefs do not necessarily stem from a lack of information (Mitchell, 2019). Furthermore, once a population accepts information, even dis/misinformation, it becomes difficult to persuade them otherwise (Southwell & Thorson, 2015).

Roberts et al. (2017) recommend including social health communication strategies such as social diffusion approaches that include influencers within online social networks. They also recommend that global health agencies consider modeling their content on “successful debunking stories.” Understanding what makes content go viral should also be considered when developing messaging. Content that evokes low-arousal or deactivating emotions such as sadness tends to be less viral whereas content that evokes high-arousal positive or negative emotions like anger or anxiety has more virality (Berger & Milkman, 2012).

Another recommended method of combating health dis/mis information is based on the inoculation theory. Inoculation persuasion techniques may be a preventative approach to dis/misinformation. Inoculation is a process of presenting anti-conspiracy messages prior to the conspiracy message in an attempt to reduce the negative effect of the conspiracy theories (Jolley & Douglas, 2017). However, once the conspiracy theories are amplified, they may be difficult to correct. Inoculation persuasion techniques have also been shown to reduce the perceived reliability and persuasiveness of fake news in a study of high school students who wrote fake news articles using the tactics of fake news producers (Roozenbeek & van der Linden, 2019). This requires health communication scientists to understand the persuasion models used by these fake news producers in developing dis/mis information messaging.

Combating health dis/mis information during a health crisis will require a multi-pronged approach and must apply the lessons learned not only from the COVID-19 pandemic but also from outbreaks and pandemics of the past. The solution will need to include health, social, environmental, and cultural considerations when working with different populations across the world. It will also need to include various persuasion theories as part of a framework that maintains a focus on prevention, but that can also mitigate dis/mis information once it has been released.

**Designing a Best Practices framework**

The literature and news sources cited in this document refer to our current period of social media dis/mis information amplification as unprecedented (Wang et al., 2019). Health-related dis/mis information impacts effective care, health behavior, and decision-making, and, in the case of the current pandemic, can threaten the lives of individuals throughout the world (Ratzan, 2011). The approach to COVID-19 dis/mis information illustrates opportunities to view
successful practices and develop a framework that provides recommendations for addressing communication strategies and approaches going forward. Whether the approach is a “better” communication campaign, individual policing of incorrect information, or warning symbols attached to known abusers, the approach needs to address all incidents strategically in a way that reflects best practices. Within a data-driven, strategic approach to better understand and address the spread of dis/misinformation, each incident must be looked at systematically to understand both the nature and driver of the “attack.” Additionally, an interdisciplinary view is warranted to expand the traditional communication science lens and draw upon behavioral decision-making and belief system paradigms as well as other best practices to develop a coordinated response and counter communication strategies and tactics.
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